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Motivation 

Neuroimaging Data 

Study Design  

www.guysandstthomas.nhs.uk/.../T/Twins400.jpg  
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Image Registration 

Motivation 
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Motivation 
25 normal control (NC), 19 fragile X 
syndrome (FX), and 47 autism (AU) 

FX vs NC AU vs NC 
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Motivation 

♦ Registration 
♦ Signal-to-noise Ratio 
♦ Gaussian  

•  How is it implemented? 
♦ Convolution with a 3D Gaussian kernel, of specified 

Full-width at half-maximum (FWHM) in mm 

Image Smoothing 
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Example of 
Gaussian  
smoothing in  
one-dimension The Gaussian kernel is 

separable we can 
smooth 2D data with 
two 1D convolutions. 

Motivation 

SPM training course 
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Before convolution 
Convolved with a circle 

Gaussian convolution 

Each voxel after smoothing effectively represents a 
weighted average over its local region of interest (ROI) 

Motivation 
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Motivation 
•  Smoothing method is independent of data 
•  Degree of smoothness is arbitrary  
•  Effect of smoothness is profound  
•  The relationship between smoothing method  
and study design is unknown 

Jones et al. (2006),  
Yue et al. (2010) 
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Smoothing Methods 

Two Strategies 

Smoothing 
individual 

images 
independently 

Enough 
measurements Mean structure 

Smoothing all 
images 

simultaneously 

Independent 
of data 

Data, design 
and model 

driven 
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              What is image?  
an exact replica of the contents 

of a storage device 

an optically formed duplicate or  
other reproduction of an object  

Smoothing Methods 

Google/wiki 
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Image is the point or set of points in the range corresponding  
       to a designated point in the domain of a given function. 

Mathematics. 

Smoothing Methods 
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Digitized Images 

•   Sampling (grid points)   

•   Sampling Rate 

•   Quantization 

Smoothing Methods 
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          Image Degradation/Restoration Process 
The goal of image restoration is to improve a degrade image in some 
predefined sense.  Schematically this process can be visualized as   

where f is the original image, g is a degraded/noisy version of the 
original image and f ̃ is a restored version.     

Smoothing Methods 
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Smoothing Methods 
Methods 
•  Filters    
         Lowpass filtering, Wiener filters, Median filtering 
•  Wavelet Shrinkage Denoising 
        Soft and Hard thresholding 
•  Variational Denoising based on Bounded Variation Models 
•  Nonlinear Diffusion and Scale-space theory 
•  Bayesian Models 
         Markov random field  
Issues: 
•     Noise Distribution  
•     Window Size 
•     Localization  
•     Tuning Parameters 

Chen and Shen (2005) 
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•  An image may be ‘dirty’ with dots, speckles, stains 
•  Noise removal 
  - Dots can be modeled as impulses (salt-and-pepper 
    or speckle) or continuously varying (Gaussian noise) 
  - Low-pass filtering 
•  Problem with low-pass filtering 
     - May blur edges 
     - Adaptive, edge preserving    

Smoothing Methods 
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Bandwidth Selection 

Different Smoothing Methods 

Smoothing Methods 
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Smoothing Methods 
Location Adaptation Different Smoothing Methods 

Qiu (2005) 
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Smoothing Methods 

Feature 

Local 
Spatial distance 

Nonlocal 
Signal difference 

Estimation 

Pointwise 
Single point 

Multipoint 
a set of points 
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Propogation-Seperation Method 

•  Increasing Bandwidth 

Smoothing Methods 

Features 

•  Adaptive Weights 

•  Adaptive Estimates 
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Propogation-Seperation Theory 

Smoothing Methods 

•   Exponential Family 

Smoothing Imaging Intensities 

Katkovnik,V and Spkoiny, V. (2008) 
J. Polzehl and V. Spokoiny,  (2005) 

•   Under strong conditions, 
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Smoothing Methods 

Images from Multiple Subjects 
Multiple Images from a single subject Pol 

Tabelow et al. (2006, 2008a, 2008b),  
Polzehl, et al. (2010)  

•   Denoising fMRI, DTI  
•   SPM 
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Multiscale Adaptive Smoothing Models  

Images from Multiple Subjects 
Pol 

Questions of Interest 

•  Complex design  
     Longitudinal, Twin, and family studies 
•  Models with parametric and/or  
     nonparametric components 
•  Consistency results  
•  Standard deviation images 
•  Testing theory 
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My goal is to develop a class of MASMs with necessary statistical 
properties for imaging data collected from cross-sectional, 
longitudinal, twin, and familial studies.   

Multiscale Adaptive Smoothing Models  

Problems of interest:  



The UNIVERSITY of NORTH CAROLINA at CHAPEL HILL  

MARM 
Multiscale Adaptive Regression Models 

•  Integrate Parametric Models with PS 
•  Standard Deviation Image 
•  Consistency and Asymptotic Distribution 
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   Multiscale Adaptive Regression Model 

D: 3D volume  or 2D surface.  

ND: the number of points on D 

d: a voxel in D 

                                           : data on D for the ith subject 

Xi :                      covariates 

        : unknown parameter 
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Multiscale Adaptive Regression Model  
Voxel-wise Approach 

             MARM 

denotes the set of all voxels in a homogeneous region 
0.38 

0 

-0.38 

0.24 

0 

-0.24 

0.04 

0 

-0.04 

Being Spatial 
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Multiscale Adaptive Regression Model 

Identifying homogeneous regions 

Drawing a sphere with radius r0 at each voxel 

Calculating the similarities between the current  
voxel and its neighboring voxels. 
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Multiscale Adaptive Regression Model 

                     is a weight function for characterizing the 
similarity between the data in voxels d and d’. 

  Model Specification 
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Multiscale Adaptive Regression Model 

Being Hierarchical 

Drawing nested spheres with increasing  
radiuses at each voxel 
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Multiscale Adaptive Regression Model 

Sequentially determine                      and adaptively update  

Being  Adaptive    
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              How to determine              ? 
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   Multiscale Adaptive Regression Model 

MARM/PS 

Learning Voxel Feature 

Local Feature Adaptation 

Adaptive Estimation and Testing 

Automatic Stop 

Li, Zhu, et al. (2010). JRSSB under revision.  
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Multiscale Adaptive Regression Model 

Local Feature Adaptation 
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Multiscale Adaptive Regression Model 

Adaptive Estimation and Testing 

Newton-Raphson Algorithm 

Expectation-Maximization Algorithm 

Weighted quasi-likelihood  

MWQLE 
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Multiscale Adaptive Regression Model 

Adaptive Estimation and Testing 

Sandwich Estimator 

Wald Test Statistic 
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Multiscale Adaptive Regression Model 
log(Voxel size)<<Cn << sample size 

Kernel functions 

Conditions for M-estimators hold uniformly 

Weak Consistency 

Asymptotical Normality 

Asymptotically Chi-squared distribution 
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Real Data 
•  Early Brain Development Project 
•  Objective: We  want to assess the brain structural 

connectivity change in the early brain development.  
•  Subject: 250 infants.  
•  PI: John Gilmore 
•  MRIs: DWI, resting fMRI, and T1 MRI were acquired for 

each subject at 2 weeks, 1, 2, 3, 4 years old． 

2 weeks 1 year 2 year 
Knickmeyer RC, et al. (2008) J Neurosci 28: 12176-12182. 
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Infant Brain Development Data 

•  Objective: We  want to assess the brain structure 
change in the early brain development.  

•  Subject: 38 infants.  

•  Image: Diffusion-weighted images and T1 weighted 
images were acquired for each subject at 2 weeks, 1 and 
2 years old.  

•  Method: Voxel-wise imaging analysis and MARM. 



The UNIVERSITY of NORTH CAROLINA at CHAPEL HILL  

Time Effect  and Comparison 
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Twin-MARM 

•  ACE/ADE Models 
•  Two-stage MARM  
•  Consistency and Asymptotic Distribution 
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www.guysandstthomas.nhs.uk/.../T/Twins400.jpg  

MZ twins share 
same genetic 

material 

DZ twins share 
average 50% of 

their genes 
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Twin-MARM 
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Twin-MARM 

There are two sets of parameters: 
mean structure 

variance structure 

Question of interest:  
    Mean and variance images may have different patterns. 
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Twin-MARM 

Two-stage Approach 

•  Mean structure 

•  Variance structure    
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Preprocessed 
data: single 

voxel  

       β(d, h)  

Design matrix 1  

σ2
(d, h) 

First Stage 
MARM 

Second Stage 
MARM 

Design matrix 2  

TwinMARM 

Environment Effect 
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Twin-MARM 

It is dangerous to use Gaussian-kernel to smooth 
imaging data and then carry out twin analysis. 
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Multiscale Adaptive Smoothing Models 
for HRF in fMRI 

•  Convolution Models in Frequency Domain 
•  Back Fitting Methods 
•  Multi-stage MARM 
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   Multiscale Adaptive Smoothing Model 

D: 3D volume 

ND: the number of points on D 

d: a voxel in D 

                                           :                   : spatial-temporal process 

                                      :   external stimulus process 

                                      :              :   spatial-temporal HRF process 

                                                    : error process 
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        time-domain 

Voxel-wise Approach 

        frequency-domain 
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Discrete 

Continuous 

Key Assumptions: 
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⊗ = 

× = 

Stimulus (“Neural”) HRF Predicted Data 
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Unknown Approximation 

Multiple Events: Backfitting Methods 
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Weighted LSE 

Estimated HRF 
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Simulation II: Multivariate Case 
The background image and the simulated one with their related curves.  
In this simulation the smallest SNR is between 0.5 and 0.7. 

Three activated regions for each sequence of events correspond with three 
different HRFs: hj(t)/2, hj(t)/4, hj(t)/6, j=1,2,3 
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The estimates of the HRFs, from the left to right, are the 1st, 
2nd and 3rd sequences of events. 

H1(t) H2(t) H3(t) 
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Comparison with Lindquist et al (2009) 

Comparisons of the differences of the absolute errors between our method with smooth finite impulse 
response (sFIR), inverse logit (IL) and SPM canonical HRF (GAM), respectively. C1, C2 and C3 denotes the 
1st, 2nd and 3rdsequences of events, respectively. A1, A2 and A3 denotes the1st, 2nd and 3rd active regions. 
Values in the blanket are the standard deviations. H=Height, W=Width, T=Time-to-Peak. 

n is the sample size, m is the number of voxels in each active region. 
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(e) 

This data set is from a memory related experiment to compare 
the neural correlates of relational memory during implicit (non-
strategic) versus explicit (conscious, strategic) retrieval. 

We use SPM8 to preprocess the images including the realignment, 
timing slicing, segmentation, coregistration, normalization and 
spatial smoothing. 

There are four different sequences of stimuli.  
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We focus on some significant regions of interest (ROI) detected by 
SPM to study the HRFs of the voxels by our method. The results 
are verified by sFIR and GAM. 
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(1)-(4) Estimated HRFs at the significant ROIs corresponding each condition from MASM
(red),  sFIR(green) and GAM(yellow); (5)-(8) Estimated HRFs from only MASM in the each 
ROI. 

(1) (4) (3) (2) 

(5) (8) (7) (6) 
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Simulation Studies 

Model 64x64 phantom image 

or Error 

Covariates 

Coefficients 

ROIs 
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Simulation Studies 
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Simulation Studies 
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Simulation Studies 
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Simulation Studies 
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Simulation Studies 
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Early Brain Development: Structural connectivity 

MAGEEC(0) MAGEEC(5) versus 

Comparison: 

Model Selection: 


